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Abstract

Video and image noise filtering is needed in many applications like medical imaging. For real time denoising of video signal , a 3D spatio-temporal filter is required. Such a filter is complex and cannot be used for real time implementation. A new processing algorithm using adaptive filter is discussed in this paper. Here, the video signals are segmented into independent image sequences in spatial domain. The pixels are processed in temporal domain which reduces the complexity of the design. For this algorithm, the video signal considered should be free of impulsive noises. An adaptive temporal Kalman filter is proposed which can be used for real time implementation for temporal processing of video signals. Adaptation is this algorithm is used for motion estimation of consecutive image sequences. The algorithm proposed is relatively simple, effective and efficient. It is implemented on Xilinx SPARTAN 3
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1. INTRODUCTION

Image sequences usually get degraded due to the noise. So filtering technique should be used to denoise it, to get the original image. In the case of video, we need to carry out filtering, both spatially and temporally. All these are usually done with the assumption that image sequences and noise are stationary and noise can be estimated if signals are stationary. For this we need to process each frame independently by using an adaptive spatial filter and filter each pixel in time domain by using an adaptive temporal algorithm. As we are using real time processing and the fact that there is no linear phase restriction on temporal filters, we need to use recursive filters. Here, an adaptive Kalman filter is used to adjust its parameters based on the variations in the noise statistics and the detection of motions in the image sequences. Adaptation in time not only requires estimation of the noise statistics but also a means to control the level of filtering when there is a motion associated to the corresponding pixel in the image sequence.

The usual 3D filtering method is difficult to implement. A much simpler technique for its implementation is to take a pixel of an image sequence at a time and denoise it. Then, repeat the same process for all the pixels of the image sequence of the video. This technique reduces the complexity as the method of noise reduction reduces from 3D to a simple 1D.

The Kalman filter is a multiple-input, multiple-output digital filter that can optimally estimate, in real time, the states of a system based on its noisy outputs. The Kalman filter filters the noisy measurements to estimate the desired signals. The estimates are statistically optimal in the sense that they minimize the mean-square estimation error.

2. LITERATURE REVIEW

[1] describes the Kalman filter algorithm. As given in [2], Kalman filter is an optimal data processing algorithm. It combines all the available measurements of the data and prior knowledge of the system and devices to produce an estimate of the desired variables.

Comparison between Kalman filter and least square estimator is given in [3]. From this, we can see that Kalman filter is much easier to implement than LS algorithm. In Kalman filter algorithm, the estimate of the state is recomputed for every measurement with all the previous measurement data so as to minimize the estimation error.

Natural signals are usually represented by autoregressive (AR) models. [4] describes an adaptive system for AR signals noise enhancement, which comprise of adaptive Kalman filter and a subsystem for AR parameter estimation. Here, an estimation of Kalman filter parameters are used and is fed back between output and estimation parameters.
Usually 3D algorithms are used for removing noise from video. Standard optimum Kalman filter demands complete knowledge of the system parameters, input forcing functions and noise statistics. [5] presents a 3D spatio-temporal Kalman filter for video as an extension of 2D Kalman filter approach for images. The filtering is based on the assumption that, in a noise free video with little motion, each pair of consecutive frames has relatively high correlation in temporal direction but any observed noise will be uncorrelated.

[6] gives an idea of using fixed point arithmetic for Kalman filter parameter calculation.[7] describes methods to tackle the difficulties for implementing the algorithm in FPGA. Even though FPGA reduces the computation time compared to software counterpart, there are many difficulties in implementation. The major issue among them is limited memory resources in FPGA.

3.MULTIDIMENSIONAL KALMAN FILTER

For adaptive filtering, the Wiener filter and Kalman filter can be used to obtain an optimal finite impulse response (FIR) filter with minimum mean squared error. Kalman filter can be used to predict data with varying statistics Kalman filter being applied to a wide range of tracking and navigation problems. Defining the filter in terms of state space methods also simplifies the implementation of the filter in the discrete domain.

3.1. State Space Derivation

The Kalman filter estimates the process state at some time and then obtains feedback in the form of (noisy) measurements. The Kalman filter equations can be time update equations and measurement update equations. The time update equations are responsible for projecting forward the current state and error covariance estimates to obtain the a priori estimates for the next time step. The measurement update equations are responsible for the feedback—i.e. for incorporating a new measurement into the a priori estimate to obtain an improved posteriori estimate.

3.1.1. Time Update Equations

\[ X_{i+1} = \phi X_i + W_i \] (1)

Where; \( X_i \) is the state vector of the process at time i
\( \phi \) is the state transition matrix of the process from the state at i to the state at i+1, and is assumed stationary over time
\( W_i \) is the associated white noise process with known covariance

\[ P_{i+1} = \phi P_i \phi^T + Q \] (2)

Where 
\( Q = E[W_i W_i^T] \) is the process noise covariance

The time update equations above project the state and covariance estimates forward from time step i to step i+1.


\[ K_i = P_i H_i^T (H_i P_i H_i^T + R)^{-1} \] (3)

\[ \hat{X}_i = \hat{X}_i + K_i (Z_i - H \hat{X}_i) \] (4)

\[ P_i = (I - K_i H_i) P_i \] (5)

During measurement update, the Kalman Gain is first computed using eqn (3). The estimate of the state is obtained from eqn (4). The error covariance Pi is estimated by eqn (5).

After completing time and measurement updation once, the process is repeated with previous estimates to predict the new estimation values. This feature of kalman filter makes it recursive in nature and made it more preferred in practical implementations.

4. THE DESIGNED SYSTEM.

The adaptive filtering technique to be used should have a good performance and can lend itself for real time implementation. Kalman filter and Weiner filter have steady state solution if the noise and signal are stationary. But in this case, we have time varying statistics for which kalman filter is the best choice. Another constrain is that the statistics are unknown. An adaptive filtering method is preferred as it adjusts the parameters dynamically. Adaptive kalman filter produces an optimum estimate of the unknown parameter. So it can be used for estimating the motion of signal and noise.

Let \( X(i) \) represents a pixel of the \( i^{th} \) frame of grayscale video. Using first order AR modeling, let the ideal noise free pixel of the same frame be represented as \( S(i) \). AR modeling is used as it is a more realistic and simple model that is usually used to represent the temporal behavior of pixels in video signals. Under this assumption, the process and measurement equations are:

Using these assumption, process and measurement models are as follows:

1. PROCESS MODEL: The ideal pixel of \((i+1)^{th}\) frame is assumed as the sum of ideal pixel of \(i^{th}\) and white independent mean Gaussian noise with variance \( \sigma_w^2 \)

\[ S(i+1) = aS(i) + W(i) \]

Here, \( a \) is a constant that depends on the signal statistics.

2. MEASUREMENT MODEL: The noisy pixel \( X(i) \) has an independent additive zero mean Gaussian white noise with variance of \( \sigma_n^2 \) added to the ideal noise free pixel \( S(i) \).

\[ X(i) = S(i) + V(i) \]
The filter output Y(i) is the estimate of the signal at i\(^{th}\) time. \(\sigma^2(i)\) represents variance of the estimation error and \(K(i)\) represent the kalman gain.

The algorithm for denising are given below

### 4.1 KALMAN FILTERING ALGORITHM

Initialize the values of output and variance. The initial value of variance can be \(\sigma_v^2\)

START: Update the values of Kalman gain, output and variance using the equations

\[
K(i) = \frac{\sigma_y^2 \sigma_v(i-1)^2}{\sigma_y^2 + \sigma_v(i-1)^2} \quad (6)
\]

\[
Y(i) = K(i)X(i) + a[X(i-1)-Y(i-1)] + \sigma_v(i) \quad (7)
\]

\[
\sigma_y(i) = \sigma_v[i-1-K(i)] \quad (8)
\]

Increment the value of i and execute the loop from START for the desired number of frames.

Here the parameters are \(\sigma_v^2\), \(\sigma_v^2\) and \(Y(i-1)\) are unknown. The parameters are estimated based on optimization of a criterion function like minimum mean square error (MMSE). The following instantaneous estimates can be used to achieve fast and simple implementation:

1. Parameter a, defined by \(E[X(i)X(i-1)]/E[X(i)^2]\), can be estimated by using

\[
a^2 = \frac{X(i)X(i-1)}{E[X(i)^2]} \quad (9)
\]

The value of a is made constant to make the system stable.

2. Simple estimates of

\[
\sigma_v^2 = E[(X(i) - aY(i-1))^2] \quad (10)
\]

as well as

\[
\sigma_v^2 = E[(Y(i) - aY(i-1))^2] \quad (11)
\]

are calculated, in turn,

\[
\sigma_v^2 = (X(i) - aY(i-1))^2 \quad (12)
\]

and,

\[
\sigma_v^2 = (Y(i) - aY(i-1))^2 = K^2 \sigma_y^2 \quad (13)
\]

While proceeding with the algorithm, the Kalman gain gradually reduces to a small value from a large value. The lowest value of Kalman gain is when temporal signal is stationary. This implies that more filtering occurs as time advances. But for motion signal, the estimation values does not converge and results in less noise filtering.

To estimate the motion, the magnitude difference between the consecutive temporal samples is compared. The assumption made is that if this difference is greater than a threshold value, the motion exist. If \(\sigma_v^2\) represent the variance of the a difference, then based on Gaussian noise distribution, it can be said that a motion is present if

\[
\frac{[Y(i)-Y(i-1)]^2}{\sigma_v^2} \geq \Gamma.
\]

If the test is positive, then the gain calculation in the Kalman filter can be reinitiated by assuming \(\sigma_v^2 = \sigma_v^2\). The new gain value reduces the lagging effect and improves the noise filtering.

The adaptive algorithm is represented as follows:

### 4.2. ADAPTIVE ALGORITHM

The output pixel value is initialised to 0, \(\sigma_v^2\) and \(\sigma_v^2\) to \(\sigma_v^2\).

ADAPTIVE: increment the value of i from i=0 using the following equations

\[
K = \frac{\sigma_y^2 \sigma_v(i-1)^2}{\sigma_y^2 + \sigma_v(i-1)^2} \quad (14)
\]

\[
Y(i) = Y(i-1)+K[X(i)-Y(i-1)]; \quad (15)
\]

IF (Difference = \[
\frac{[Y(i)-Y(i-1)]^2}{\sigma_v^2} \geq \Gamma
\])

\[
\sigma_v^2 = \sigma_v^2; \quad (16)
\]

\[
\sigma_v^2 = \sigma_v^2; \quad (17)
\]

ELSE

\[
\sigma_v^2 = K\sigma_v^2; \quad (18)
\]

\[
\sigma_v^2 \leftarrow (1-K) \sigma_v^2 + \sigma_v^2
\]

END

Increment the value of i and start execution from ADAPTIVE to find the consecutive values.

END

Threshold \(\Gamma\) should be chosen so that the motion can be estimated.
Here, the video considered is assumed to be free of impulsive noise. If impulsive noise is present, it should be removed by spatial filtering techniques with the help of spatial filters. A median filter can serve the purpose. In short, only spatially filtered noisy frames are given as the input to the adaptive kalman filter.

5. DESIGN CONSIDERATIONS

Certain constraints have to be considered for both simulation and implementation.

5.1. Representation Of Data

The data can be represented either as floating point numbers or as fixed point numbers.

Floating point is a numeral interpretation system in which the mathematical value of a string of digits uses some kind of explicit designation of where the radix point is to be placed relative to that string.

During algorithm development, floating-point numbers are often used because they represent infinite precision. When it comes time to realize the algorithm in hardware, floating-point numbers are not always practical. The solution is to convert very precise floating-point numbers to less precise fixed-point numbers.

Here, floating point representation is used for MATLAB simulation. In VERILOG HDL simulation, 10 bit binary digit precision is used which gives a decimal precision of 4 digits, resolution of 0.001.

5.2. Component Usage

FPGA have dedicated adders and multipliers. But there are no dedicated dividers in FPGA platform. So in FPGAs, division is not synthesizeable.

For dividing a number by power of 2 (e.g., 4,64,1024...) shifting is used. Shift by one unit to right is equivalent to division by 2. For dividing a number by 4, shift 2 times to right and so on

Division is frequently used in image processing algorithms, thus in order to further improve efficiency of FPGAs, it is reasonable to apply shift divide instead of arbitrary divide if small error is tolerated.

For this project only onchip memory is used. To save storage space, the pixels loaded to RAM at one time is restricted and the data is loaded as a stream from external environment. The data are not stored inside FPGA. It is send back to the computer for storage and further processing.

6. SIMULATION RESULTS

6.1. Matlab Simulation Results

The noisy input video from webcam was divided into different frames using MATLAB. Then one pixel was taken in time domain and fed as the input of the adaptive Kalman filter. The adaptive Kalman filter then denoise each pixel in time domain to get the denoised video.

For simulation, we need to generate a process model and measurement model. The process model represents the original pixel in time domain. This is generated by adding a gaussian noise of small variance (here, variance=1) to a pixel value (here, 100).

Measurement model represents the noisy pixel in time domain. It is generated by adding a gaussian noise of higher variance to the process model (here, variance=25). Its shown in fig 1. This is fed as the input to the adaptive Kalman filter

![Fig 1:Process and Measurement Models](image)

Consider a change in the value of a pixel in time domain, say from 20 to 200. Its measurement model is the input of the non-adaptive Kalman filter.

Here, we can observe that it takes some time for the output to reach the original pixel value (Fig 2). The value of the Kalman gain and variance first increases and then settles down to a value. It remains around that value for the rest of the process.
When the same input is given to an adaptive Kalman filter, (Fig 3), the output is observed to be denoised. This output reaches the desired amplitude at the same time as it detects a threshold greater than or equal to the predefined value. So, there is no delay, as in the case of non-adaptive Kalman filter output is observed here. The Kalman gain of the filter increases to 1 when there the change in magnitude of the adjacent value of temporal pixels is greater than a threshold. When Kalman gain increases to 1, the variance decreases and then settles down to the previous value. Here we can observe that the variance of the estimation error settles to a value around 10 from 25, which indicates that the output have less noise than the input.

For simulation, a video from memory is used. The video is sampled at 16 fps. All the video frames are of size 97*107. The parameters used in Kalman filter calculations are independently stored for every pixel. When passed through an adaptive Kalman filter, the parameters get updated for every temporal pixel in different frames. Fig 4 shows noisy and denoised video frames.

6.2. Verilog Simulation Results

For verilog HDL simulation, value of a temporal pixel from 200 frames of a video was taken from MATLAB. This floating point number is converted to fixed point number with 10 bits binary digit precision for fractional part. The input to the FPGA is 19 bits, where MSB represents the sign bit, next 8 bits represent the integer part and the last 10 bits represent the fractional part.

When the system is in reset state (rst=1), all the parameters $a$, $\sigma_w$, $\sigma_v$ are assigned its values and the previous values of variance and output are initialized. When rst=0, for every clock edge (rising or falling edge), the program jumps from one state to another, calculating threshold, Kalman gain, variance of estimation error and output pixel value.

The output of FPGA is 19 bits, where MSB represents the sign bit, next 8 bits represent the integer part and the last 10 bits represent the fractional part.

There are mainly 4 blocks, namely, Kalman gain computation, variance of estimation error computation, threshold computation and computation of output pixel value. Fig 5 and 6 shows the HDL simulation results of non-adaptive and adaptive Kalman filters.
Fig 5: HDL implementation of non-adaptive Kalman Filter

Fig 6: HDL implementation of adaptive Kalman Filter

The result of adaptive kalman filter from fixed point representation in VERILOG HDL and floating point representation in MATLAB is compared using MATLAB tool. The variation between the two was found to be negligible. The plot between the two results is shown in fig 7.

7. CONCLUSIONS

Adaptive filters are important signal processing tools. The basic Kalman filter is a linear, discrete-time, finite-dimensional system, which is endowed with a recursive structure that makes a digital computer well suited for its implementation. Adaptive Kalman filter requires much simpler memory than the general 3D Kalman filter for video denoising. As only 1 pixel is taken at a time for noise removal, the complexity greatly reduces i.e. the model reduces to a 1 dimensional model.

A new architecture for VLSI implementation of simplified adaptive Kalman filter with unknown noise statistics is designed. The implementation is done on XILINX SPARTAN 3 FPGA.

Some of the ideas for future extension are

• The proposed implementation can be extended to colour video signals.
• A better system can be implemented as complex models using advanced Kalman filter techniques for non-linear applications.
• It can also be extended for coloured noise and impulsive noises.
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