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Abstract

In case of the conventional lossless color image compression methods, the pixels are interleaved from each color component, and they are predicted and finally encoded. In this paper, we propose a lossless color image compression method using hierarchical prediction of chrominance channel pixels and encoded with modified Huffman coding. An input image is chosen and the R, G and B color channel is transform into YCuCv color space using an improved reversible color transform. After that a conventional lossless image coder like CALIC is used to compress the luminance channel Y. The chrominance channel Cu and Cv are encoded with hierarchical decomposition and directional prediction. The effective context modeling for prediction residual is adopted finally. It is seen from the experimental result the proposed method improves the compression performance than the existing method.
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1. INTRODUCTION

Recently increase in image related applications have created an issue of the transformation of the images and its storing. The considerable amount of space and bandwidth is required for storage and transmission of image. This problem can be overcome by the image compression. It reduces the number of bites required to represent an image. So, the image compression is an important part in the research field. Recently, there are a number of image compression methods available. These can be classified into two types: lossless and lossy compression.

In lossless compression, the reconstructed image is exactly same as compressed image. So, it is used in various type of images like medical, scientific and artistic image. There are so many lossless image compression algorithms are available. The algorithms which are widely used are JPEG-LS [1], lossless JPEG [2], Low Complexity Lossless Compression for images [3], Context based Adaptive Lossless Image Codec [4], JPEG XR [5] and JPEG2000 [6]. The CALIC and LOCO-I were developed for the JPEG standardization, whereas almost similarity is there between the CALIC and LOCO-I but the CALIC provide better compression rate at the more computational complexity. The most of the conventional algorithm were developed for grayscale image. Some modifications were carried out for the compression of hyper-spectral or color images [7, 8]. In this paper, we have been proposed a lossless color image compression algorithm that efficiently compresses the chrominance channels by using an improved RCT [9, 10] and the hierarchical prediction [11, 12] of the pixels of chrominance channel. After the RCT, the compression of the luminance channel Y is done by a conventional lossless image coder, such as CALIC. With the help of new methods the chrominance channel Cu and Cv are compressed. The generated prediction errors from the chrominance channels are small in the smooth region but relatively large near the edge or texture region. To get the accurate prediction, we decompose a chrominance image into two subimages, one of which consists of even numbered of rows from the input image and the other odd. Then, the even subimage Xe is used to predict the odd subimage. In two stages this decomposition and prediction is carried out. The directional predictor is employed to reduce large prediction error near the object edges. Lastly, for the prediction error the effective context modeling is adopted, which gets information from neighboring pixels.

The paper can be divided as: section II describes the improved reversible color transform (RCT). And the hierarchical decomposition and detailed prediction process is represented by section III. The condition of the proposed work has given in section IV. The section V shows the experimental results. Finally, we share the conclusion of the work in the section VI.

2. IMPROVED REVERSIBLE COLOR TRANSFORM

Usually per pixel the three color values: red, green and blue are used to represent the natural image. Due to the significant correlation of color channels with each other, a
color transform is used before compression. For example, for lossy compression the popular YCbCr transform used is defined as below. But due to not exact invertible transform with integer arithmetic, it cannot be used for lossless image compression.

\[
\begin{bmatrix}
Y \\
C_b \\
C_r
\end{bmatrix} = \begin{bmatrix}
0.299 & 0.587 & 0.114 \\
-0.16875 & -0.33126 & 0.5 \\
0.5 & -0.41869 & -0.08131
\end{bmatrix} \begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\]

(1)

In case of the JPEG 2000, a reversible color transform (RCT) is introduced as follows:

\[
Y = (R + 2G + B) / 4 \\
G = Y - (Cu + Cv) / 4
\]

\[
Cu = R - G \\
Cv = B - G
\]

(2)

This is a simple transform. This transformation is known as “reversible” transform because it is exactly invertible with integer arithmetic. But the satisfactory performance of decorrelation does not provided by it.

In case of improved RCT for increasing the decorrelation performance, a lifting process is added after the RCT as shown in Fig. 1.

![Flow graph of the improved RCT](image)

It gives the output as follow:

\[
\begin{align*}
CV' &= CV - [\gamma Cu] \\
Cu' &= Cu - [\delta Cv']
\end{align*}
\]

(3)

Where \(\gamma\) and \(\delta\) are scalar gains for prediction and update steps in the lifting butterfly. Here for the existence of inverse transform the floor operations on \([\gamma Cu]\) and \([\delta Cv']\) are required. Another expression of (3) without floor function is as given below:

\[
\begin{bmatrix}
CV' \\
Cu'
\end{bmatrix} = \begin{bmatrix}
\gamma & -1 + \gamma \\
1 + \gamma \delta & -1 - \delta + \gamma \delta
\end{bmatrix} \begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\]

(4)

Since the transform of (1) performs better than simple RCT of (2), so in case of improved RCT the two parameters \(\gamma\) and \(\delta\) is find out such a way it approximates (1) while keeping the reversibility. By comparing (4) and (1), we get the value of \(\gamma\) and \(\delta\) are 2x0.16875 and 2x0.08131 respectively which may be the reasonable choice.

3. HIERARCHICAL DECOMPOSITION AND PIXEL PREDICTION

The chrominance channels \(Cu\) and \(Cv\) which is available after the reversible color transform have some different statistical characteristics from Luminance \(Y\) or original color planes \(R\), \(G\) and \(B\). The chrominance channel, through the color transform the signal variation is suppressed, but near the object boundary it still remains. As a result, in the smooth region the prediction error of the chrominance channels \(Cu\) and \(Cv\) are much reduced but near the edge and texture it remains comparably larger. So along with the exact prediction the importance is given to estimate the accurate magnitude of prediction error.

For this purpose, a hierarchical decomposition scheme is employed. In Fig. 2, all the pixels in the input image \(A\) is separated into two subimages: an odd subimage \(A_o\) and an even subimage \(A_e\). The \(A_o\) is predicted by the \(A_e\). This decomposition and prediction is performed into two levels.

![Input images and its decomposition subimages](image)

To avoid the large prediction error near the object edges directional prediction is also applied. Two directional predictors \(\hat{a}_h(i, j)\) and \(\hat{a}_v(i, j)\) are used for each pixel. These are calculated as follow:

\[
\hat{a}_h(i, j) = a_h(i - 1, j)
\]

(5)

\[
\hat{a}_v(i, j) = \text{round}(a_v(i - 1, j) + a_v(i + 1, j))/2
\]

(6)

One of these is selected to predict \(a(i, j)\). For the most pixels the vertical predictor is used because it is used in both past and future of image signal.

Algorithm 1: Calculation of \(\hat{a}_v(i, j)\)

```plaintext
if \(\text{dir}(i - 1, j) = H\) or \(\text{dir}(i, j-1) = H\) then
    Calculate \(\text{dir}(i, j)\)
    Encode \(\text{dir}(i, j)\)
    if \(\text{dir}(i, j) = H\) then
        \(\hat{a}_v(i, j) \leftarrow \hat{a}_v(i, j)\)
    else
        \(\hat{a}_v(i, j) \leftarrow \hat{a}_v(i, j)\)
    end if
else
    \(\hat{a}_v(i, j) \leftarrow \hat{a}_v(i, j)\)
end if
```

To avoid the large prediction error near the object edges directional prediction is also applied. Two directional predictors \(\hat{a}_h(i, j)\) and \(\hat{a}_v(i, j)\) are used for each pixel. These are calculated as follow:
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\hat{a}_h(i, j) = a_h(i - 1, j)
\]

(5)

\[
\hat{a}_v(i, j) = \text{round}(a_v(i - 1, j) + a_v(i + 1, j))/2
\]

(6)

One of these is selected to predict \(a(i, j)\). For the most pixels the vertical predictor is used because it is used in both past and future of image signal.

Algorithm 1: Calculation of \(\hat{a}_v(i, j)\)

```plaintext
if \(\text{dir}(i - 1, j) = H\) or \(\text{dir}(i, j-1) = H\) then
    Calculate \(\text{dir}(i, j)\)
    Encode \(\text{dir}(i, j)\)
    if \(\text{dir}(i, j) = H\) then
        \(\hat{a}_v(i, j) \leftarrow \hat{a}_v(i, j)\)
    else
        \(\hat{a}_v(i, j) \leftarrow \hat{a}_v(i, j)\)
    end if
else
    \(\hat{a}_v(i, j) \leftarrow \hat{a}_v(i, j)\)
end if
```
The calculation of the predictors is described in the Algorithm 1. Here V and H mean the vertical and horizontal edge directions. \( \text{dir}(i, j) \) is H only when the current pixel \( a_o(i, j) \) is near to the horizontal estimate \( \hat{a}_h(i, j) \) than the vertical estimate \( \hat{a}_v(i, j) \). In algorithm 2 the parameter \( T_1 \) is introduced where \( |a_o(i, j) - \hat{a}_h(i, j)| \) is very smaller than \( |a_o(i, j) - \hat{a}_v(i, j)| \). The calculation of \( \text{dir}(i, j) \) is described in algorithm 2.

**Algorithm 2: Calculation of \( \text{dir}(i, j) \)**

\[
\begin{align*}
\text{if} \quad |a_o(i, j) - \hat{a}_h(i, j)| + T_1 < |a_o(i, j) - \hat{a}_v(i, j)| \\
\text{then} \quad \text{dir}(i, j) \leftarrow H \\
\text{else} \quad \text{dir}(i, j) \leftarrow V \\
\end{align*}
\]

4. **PROPOSED METHOD**

Firstly, an input RGB color image is transformed into YCuCv color space by improved reversible color transform as described in Section II. To encode the luminance image \( Y \) the standard lossless image coder, such as CALIC is used. The chrominance images \( Cu \) and \( Cv \) are encoded using the method as described Section III.

For efficient compression, the prediction error \( e(i, j) = a_o(i, j) - \hat{a}_o(i, j) \) is modeled with the coding context \( C_i \) which is defined as below:

\[
C_i = \{(y, x) : q_{i-1} \leq \alpha(y, x) < q_i \}, \quad 1 \leq i \leq K \quad (7)
\]

here \( q_0 = 0 \) and \( q_K = \infty \).

At pixel \( a_o(x, y) \) the representation of the local activity \( \alpha(y, x) \) is as below:

\[
\alpha(y, x) = |a_o(y, x) - a_e(y + 1, x)| \quad (8)
\]

In all the experiments number of context \( K \) and the parameter \( T_1 \) in the Algorithm 2 are set as 6 and 3. For each context, the prediction errors are encoded by the modified Huffman coder [13, 14].

The major steps of our proposed method for image compression summarizing the following steps:

1) Select an input color images.
2) RGB color image is transfer into YCuCv color space by improved reversible color transform (RCT).
3) CALIC is used to encode the luminance image \( Y \).
4) The chrominance images \( Cu \) and \( Cv \) encode by hierarchical decomposition and directional prediction method as below:
   i) The chrominance channel of image is separated row by row into two subimages- an even subimage \( A_e \) and odd subimage \( A_o \).
   ii) The prediction and encoding of the odd subimage \( A_o^{(1)} \) is occurred using the \( A_e^{(1)} \) subimage.
   iii) The even subimage \( A_e^{(1)} \) is further decomposed column by column into even subimage \( A_e^{(2)} \) and odd subimage \( A_o^{(2)} \).
   iv) Using \( A_e^{(2)} \) the \( A_o^{(2)} \) is compressed.
5) The prediction error is calculated.
6) The prediction error is modeled with coding context.
7) For each context, a modified Huffman coder is used to encode the prediction error.

The proposed method in the form of flow chart is given below:

![Flowchart of proposed method](Fig 3)

5. **EXPERIMENTAL RESULTS**

In the introduction already stated that the lossless image compression method may be the CALIC [4], which shows higher coding gain than the JPEG-LS (or LOCO-I) [2] [3] at the cost of higher computational complexity. Recently, the hierarchical prediction and context adaptive coding (HPCAC) method [12] shows the better result than the previous lossless image compression methods. Here the comparison will be made between the existing hierarchical prediction and context adaptive (HPCAC) method with our proposed scheme. As for test images [15], we have taken 08 medical images, 08 commercial digital camera images and 04 classic images. For comparison, bit per pixels (bpp) are measured for the compression streams.

As medical image we have taken the following images as shown in Fig. 4:

![Example Images](Image 1)
The Table-I shows the compressed bit rates (bpp) for the medical images.

**Table 1: Compressed Bit Rates (bpp) for Medical Images**

<table>
<thead>
<tr>
<th>Image</th>
<th>Size</th>
<th>Previous HPCAC method</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>PET1</td>
<td>256x256</td>
<td>5.6453</td>
<td>4.3994</td>
</tr>
<tr>
<td>PET2</td>
<td>256x256</td>
<td>6.1598</td>
<td>4.7451</td>
</tr>
<tr>
<td>PET3</td>
<td>256x256</td>
<td>5.8768</td>
<td>4.5889</td>
</tr>
<tr>
<td>Eye1</td>
<td>3216x2136</td>
<td>4.6208</td>
<td>2.0670</td>
</tr>
<tr>
<td>Eye2</td>
<td>3216x2136</td>
<td>4.3350</td>
<td>1.8994</td>
</tr>
<tr>
<td>Eyeground</td>
<td>1600x1216</td>
<td>2.9656</td>
<td>2.8888</td>
</tr>
<tr>
<td>Endoscope1</td>
<td>608x552</td>
<td>7.0451</td>
<td>5.7238</td>
</tr>
<tr>
<td>Endoscope2</td>
<td>568x506</td>
<td>4.8968</td>
<td>3.9060</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>5.1932</td>
<td>3.7773</td>
</tr>
</tbody>
</table>

Fig. 5 shows the comparison of bits per pixel (bpp) of medical images for previous hierarchical prediction and context adaptive coding (HPCAC) method and our proposed method.

On the average the proposed algorithm produces 27.26% less bits than the existing method.

As commercial digital camera images we have taken the following images as shown in Fig. 6.

**Table 2: Compressed Bit Rates (bpp) for Commercial Digital Camera Images**

<table>
<thead>
<tr>
<th>Image</th>
<th>Size</th>
<th>Previous HPCAC method</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ceiling</td>
<td>4288x2848</td>
<td>7.2080</td>
<td>5.4668</td>
</tr>
<tr>
<td>Locks</td>
<td>4288x2848</td>
<td>7.1623</td>
<td>6.0402</td>
</tr>
<tr>
<td>Flamingo</td>
<td>4288x2848</td>
<td>6.6371</td>
<td>2.7518</td>
</tr>
<tr>
<td>Berry</td>
<td>4288x2848</td>
<td>6.8917</td>
<td>5.6239</td>
</tr>
<tr>
<td>Sunset</td>
<td>4288x2848</td>
<td>5.9700</td>
<td>3.4576</td>
</tr>
<tr>
<td>Flower</td>
<td>4032x3024</td>
<td>6.0655</td>
<td>4.5139</td>
</tr>
<tr>
<td>Park</td>
<td>4032x3024</td>
<td>5.5622</td>
<td>3.4905</td>
</tr>
<tr>
<td>Fireworks</td>
<td>4032x3024</td>
<td>5.2855</td>
<td>2.2319</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>6.3478</td>
<td>4.1971</td>
</tr>
</tbody>
</table>

Fig. 7 shows the comparison of bits per pixel (bpp) of digital camera images for previous hierarchical prediction and context adaptive coding (HPCAC) method and our proposed method.
On the average the proposed algorithm produces 33.88% less bits than the existing method.

As classic images we have taken the following images as shown in Fig. 8.

![Image: Classic Images](image)

The Table-3 shows the compressed bit rates (bpp) for the classic images:

<table>
<thead>
<tr>
<th>Image</th>
<th>Size</th>
<th>Previous HPCAC method</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>512x512</td>
<td>13.6461</td>
<td>8.9790</td>
</tr>
<tr>
<td>Peppers</td>
<td>512x512</td>
<td>15.2102</td>
<td>9.4900</td>
</tr>
<tr>
<td>Mandrill</td>
<td>512x512</td>
<td>18.5305</td>
<td>19.6958</td>
</tr>
<tr>
<td>Barbara</td>
<td>512x512</td>
<td>11.4575</td>
<td>10.9527</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>14.7111</td>
<td>12.2794</td>
</tr>
</tbody>
</table>

Fig. 9 shows the comparison of bits per pixel (bpp) of classic images for previous hierarchical prediction and context adaptive coding (HPCAC) method and our proposed method.

On the average the proposed algorithm produces 16.53% less bits than the existing method.

Fig. 9 shows the comparison of average bits per pixel (bpp) of medical images, digital camera images and classic images for previous hierarchical prediction and context adaptive coding (HPCAC) method and our proposed method.

Finally, it is seen that than the previous hierarchical prediction and context adaptive coding (HPCAC) method our proposed method performed better.

6. CONCLUSION

Here we have proposed a lossless color image compression based on the hierarchical prediction and modified Huffman coding. Firstly, we transform the R, G and B color space of an input image into YCuCv color space using improved reversible color transform. The improved reversible color transform increase the de-correlation performance. After the color transform the luminance channel Y is compressed by a conventional lossless image coder. The chrominance channel is encoded with proposed hierarchical decomposition and directional prediction method and finally context modeling with modified Huffman coding is used. It is seen that by the proposed method the performance of compressed bit rates (bpp) for medical images, commercial digital camera image and classic image is improved by 27.26%, 33.88% and 16.53%.
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