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Abstract

In this era of social networking and its high demand, there is indeed a real need of an efficient system that recommends good websites of interest to each user. Here we are analyzing the user’s browsing behavior habits. After making clusters by the system it will recommend the users the other websites belonging to same cluster behavior. Here the browsing habits of a group of users are analyzed and the users are grouped to different clusters in the server such that the users in the same cluster have similar browsing habits to visit similar web sites. The core idea is that the system will recommend the frequent web sites visited by other users in the same cluster to a typical user of a cluster. The entire system is implemented over a cloud framework of many users and a cloud server based on the Google App Engine. In this paper, we focus more on the testing the effectiveness of the proposed recommendation system. To get the accuracy we are comparing the browsing behavior of the users in the database and the sites which is going to be recommended.
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1. INTRODUCTION

Web data mining is the application of data mining techniques to extract knowledge from web data. Web content mining is the process of extracting useful information from the contents of web documents. Web usage mining is the application of data mining techniques to discover interesting usage patterns from web data, in order to understand and better serve the needs of web based applications. Web Recommendation system is a system for predicting the user’s browsing behavior. This recommendation system is an interactive software. Recommendation systems are a class of information filtering system that helps to rate the user’s preference to an item. Recommendation systems are nowadays very common and are used in many applications. Recommendation systems [4] are more effective and applicable to real life applications. The most popular applications of web recommendation systems are movies, music, news, websites etc.

Recommendation system produces a list of recommendations either through collaborative filtering or content based filtering. Collaborative filtering [1] builds a model from users past behaviour. Content based filtering uses a series of ‘discrete characteristics of an item in order to recommend additional items with similar properties. The roots of web recommendation systems can be applied to information retrieval [4] also. This paper discusses the various testing phases of this web recommendation system in detail.

2. OBJECTIVES

The main objective is to model, implement and test a web based recommendation to predict interesting websites that suit a user’s browsing interests. Here we collect the user’s browsing patterns in the server and cluster it using the K-Means algorithm. After this process, we recommend the users those websites that are browsed by users in the same cluster.

3. PROPOSED ARCHITECTURE

The architecture used in this system is mainly the client server architecture. Users of same browsing behaviour are clustered and stored in the server. The clustering of similar users and the recommendation systems will take place in the server. Extensions are small software programs that can modify and enhance the functionality of the chrome browser. Written using web technologies such as HTML, JavaScript and CSS.

Google App Engine is a platform for developing and hosting web applications in Google-managed data centers. Google uses as a data storage a facility called big table. Big table is a distributed, persistent, multidimensional sorted map. Big table is not a relational database. Google App Engine lets you run web applications on Google's infrastructure. App Engine applications are easy to build, easy to maintain, and easy to scale as your traffic and data storage needs grow. With App Engine, there are no servers to maintain: You just upload your application, and it’s ready to serve your users.
In the above figure, the proposed architecture for the recommendation system is shown. As the users browse websites, the client part of the software (installed as a plug-in in the user’s browser), collects the browsing information and communicates to the server on a periodic bases. The server is actually a cloud server based on the Google app engine architecture which does the actual clustering based on the k-means algorithm. The recommended web sites used by clustered users are returned by this recommendation system to the client plug-in as shown in the above architecture diagram. These recommendations are given to the user for further browsing. Google App Engine lets you run web applications on Google's infrastructure. App Engine applications are easy to build, easy to maintain, and easy to scale as your traffic and data storage needs grow. With App Engine, there are no servers to maintain: You just upload your application, and it's ready to serve your users.

This type of algorithm is quite different from hierarchical clustering because it is told in advance how many distinct clusters are being generated. The algorithm will determine the size of the clusters based on the structure of the data. K-means clustering assumes an initial value of $k$ with randomly placed centroids (points in space that represent the center of the cluster), and assigns every item to the nearest one. After the assignment, the centroids are adjusted to the average location of all the points assigned to them, and the earlier assignments are redone. This process repeats until the assignments do not change further. Figure 2 shows a basic working of the K-Means algorithm.

On implementation, this system can be tested among a group of say, 100 users, by observing their browsing habits for a period of say, 1 month. They may install the plug-in from the web site and their browsing habits may be monitored for a period of two weeks. It should be proved that the users in the same cluster as returned by the software, are visiting the same web sites in next two weeks as suggested by the recommendation system.

4. TESTING OF WEB RECOMMENDATION SYSTEM

This configuration is made to install online and ask the user to install the chrome extension which is available online on chrome webstore. Anyone can download that plug in and install it. In order to use that plug in the user has to register through his or her email-id.

The chrome extension record the browsing behavior of each user and store that value in the database and the server side. We make the cluster using the k-means clustering algorithm on the basis of the browsing behavior. After making clustering by the system, it recommend the user their browsing behavior belonging to the same cluster.

We store 100 sites of different categories in the database for making different clusters which are listed in the category.pdf.
In recommendations, the utility of a website depends on the ratings. The number of times a particular website is being visited by the user is being recommended by the user.

We conduct the test in three phases:

- In first phase we record the browsing behavior of 100 users for 15 days. Each user is supposed to have visited 20-21 sites of different categories which are listed in site_visited.pdf.

- In the second phase on the server side of the system cluster the browsing behavior. Now we are using only two clusters.

As the number of visitors increases, we can increase the value of “k” accordingly.

In the third phase for testing, we compare the websites that are actually visited by users during the next 15 days, against the sites that are recommended by our system. We could infer that the users were browsing the sites, actually recommended by the system itself with an accuracy of 85%.
FUTURE SCOPE

Web Sites like Amazon.com, Pandora radio, Netflix uses the concepts of recommendation systems. It has been in recent use, to help users to get recommended according to their likes. Analytics have successfully proliferated into applications to support customer recommendations, customer value and churn management, campaign optimization, and fraud detection.

This work has a future scope in finding out the browsing behavior of a specific group of users such as customers of electronic products, books, dress materials etc and giving recommendations according to it. Thus a user can get some websites of their own interest. Recommendations can be applicable in real time examples such as movies, ratings of movies etc.

The clustering algorithm that is being in this work is the K-Means clustering algorithm. Since the field of data mining algorithms is emerging with tremendous pace, some new generation fast clustering algorithms may be developed and tested for the future clustering purpose. Also instead of the Google App Engine/ Big table frame work in this work, Hadoop /Map reduce frame works may also be used and tested as a future work.

One of fastest growing areas of research in the area of recommender systems is mobile recommender systems. The market of mobile phones is increasing day by day. With the increase of internet-accessing smart phones, it is now possible to offer personalized, context-sensitive recommendations [2, 4]. This is particularly a difficult area of research, as mobile data is more complex than conventional recommender systems, since it is heterogeneous, noisy, requiring spatial and temporal auto-correlation. One example of a mobile recommender system is one that offers potentially profitable driving routes for taxi drivers in a busy city with frequent traffic jams. Another example of the application of recommendation system is movies. Movies are rated and applied the recommendation systems in it. The recommendation system facilitates easy driving routes for taxi drivers. The system uses machine learning techniques and reasoning process in order to adapt dynamically the mobile recommender system to the evolution of the user’s interest.
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CONCLUSION

In this work, testing the effectiveness of a web recommendation system is proposed. Testing is done in three phases. In first phase we record the browsing behavior of 100 users for 15 days. In second phase, on the server side of the system we cluster the browsing behavior of users having similar tastes. The value of ‘k’ depends upon the number of users. In the third phase we are actually comparing the websites that are being visited by users during the next 15 days. We came to the conclusion that
the users were browsing the sites actually recommended by
the system with an accuracy of 85%. This type of
approaches also helps to build the users confidence in
recommendations. This type of recommendations shows
certain websites that are more prone to be used by users.
Nowadays web usage mining has become an essential tool
for getting user friendly web services. Web usage mining is
mainly used by e-commerce sites to increase their profits.
This web mining is used in search engines to improve their
quality of searching. In this paper we are testing web
recommendation systems rather than e-commerce
applications.
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